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Abstract
Although graph query languages such as Cypher, SQL/PGQ, and

GQL take inspiration from theoretical languages such as conjunc-

tive regular path queries (CRPQs), their pattern matching facilities

are significantly more powerful in order to cope with real world

use cases. Four such extensions are treatment of both nodes and

edges, variables that bind to paths or lists, path modes, and data

filters.

In this paper, we define CRPQs with data tests and list variables
(dl-CRPQs), which extend CRPQs with these features and give the

reader a quick idea of how these features relate to the classical

literature on graph pattern matching. Then, we discuss where the

design of SQL/PGQ and GQL stands today and identify a host of op-

portunities in research and query language design. In particular, we

believe that a closer connection between graph query languages and

automata theory will open up opportunities for query optimization

that will benefit graph query languages in the long term.

CCS Concepts
• Information systems→Query languages;Graph-based data-
base models; • Theory of computation→ Formal languages and

automata theory.
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1 Introduction
“The path is the goal.”

— Ancient wisdom1

Graph query languages have evolved significantly in the last decade.

Languages such as Cypher [52, 91], SQL/PGQ [35, 67], and GQL [35,

68] are strongly inspired by conjunctive regular path queries [29],

STRUQL [43], GXPath [78], and regular queries [97], and have at

the same time taken this academic work significantly further in

order to address industrial needs. The pattern matching facilities

in these languages extend the classical conjunctive regular path

queries (CRPQs) with four main features:

(a) handling both nodes and edges,

(b) path and list variables,

(c) path modes, and

(d) data filters.

The treatment of both nodes and edges is necessary in order to deal

with real-world use cases. Since, in graph-structured data, entities

are typically modeled as nodes and relationships as edges, a full-

fledged query language should be able to query both types of data.

Path variables enable returning arbitrary-length paths that match

regular path queries, while list variables (called group variables in

SQL/PGQ and GQL) allow returning lists of nodes or edges on these

paths. These are necessary to let the user inspect the connections

that regular path queries find in the data. Path modes (simple, trail,
shortest, etc.) were introduced to ensure that the number of paths

that matches a regular path query is always finite. Finally, data

filters are used for selecting paths based on the data values along

them. They play a role similar to the WHERE condition in SQL queries.
The design process of Cypher, GQL, and SQL/PGQ has taken aca-

demic input into account [5, 6] and has truly taken graph query lan-

guages to the next level. Furthermore, these languages are reviving

the research interest in query language aspects that were introduced

almost 40 years ago [29, 31], leading to new work on combining

data and graph topology [78], path modes [13, 83, 85, 87], path vari-

ables [41, 84], and formal semantics of query languages [50–52, 56].

On the other hand, seamlessly incorporating all features (a–d) in

an industry-level standard is a huge project, for which the current

versions of these languages do not mark the end of the road.

1
It has been attributed to Confucius, Gautama Buddha, Ghandi, and Wim’s wife, who

regularly reminded him that, when you have small kids, you should focus on the

journey.
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So, how do we study what these languages can and cannot do

and, perhaps more importantly, how do we study what they should

evolve into? For this, we have two kinds of tools at our disposal. A

first kind of tool is abstractions of Cypher, SQL/PGQ, and GQL [50–

52, 56]. We refer to such abstractions as being distilled from practice.
They model the intricacies of these languages fairly precisely, are

not always easy to grasp, but are an excellent tool to identify and

study potential points of improvement of the original languages.

However, being fairly true to the original languages, they necessar-

ily suffer from similar design deficiencies and are not suitable for

subjecting the features (a)–(d) to a principled study.

For a principled study of (a)–(d), we need different models that

would, ideally, be compatible with the models we have been study-

ing for decades (RPQs, CRPQs, etc.). We call such abstractions grown
from theory. In this spirit, we introduce conjunctive regular path
queries with data tests and list variables (dl-CRPQs), which we be-

lieve capture the essence of CRPQs that are extended with features

(a)–(d). Ideally, dl-CRPQs can even serve as an inspiration for future

graph query languages, since they solve some issues of Cypher,

SQL/PGQ, and GQL. Important design principles for dl-CRPQs are:

(1) compatibility with automata,

(2) set semantics, and

(3) symmetry in the treatment of nodes and edges.

It is an interesting question if sticking to these principles could

improve the design of real-world graph query languages.We believe

so and present a few reasons in the paper.

Some Design Challenges
Queries in SQL/PGQ and GQL, as in Cypher, are built using an intu-

itive syntax often referred to as “ASCII art”. It uses round brackets

to denote nodes and square brackets with arrows to denote edges.

For example, (x) denotes a node which is bound to the variable 𝑥 ,

while -[z:a]-> denotes an 𝑎-labeled edge which is bound to the

variable 𝑧. Such expressions can then be combined freely to define

larger patterns. In general, SQL/PGQ and GQL allow treating query

patterns as if they were letters in a regular expression (with some

syntactic restrictions), thus achieving some degree of syntactic com-

positionality. Nonetheless, it is not as seamless as compositionality

of regular expressions, as we see next. We discuss a few example

queries in SQL/PGQ and GQL that highlight some behavior that

we believe warrants revisiting certain aspects of their standards.

Example 1. Consider the GQL pattern

(x) ( ()-[z:a]->() ){2} (y)

It uses variables 𝑥 and 𝑦 for nodes and 𝑧 for edges. Each occurrence

of () stands for an anonymous variable. The curly brackets {2}
denote a two-fold iteration. Round brackets are also used for de-

limiting subexpressions, i.e., to indicate the scope of the iteration

operator. The whole pattern matches an 𝑎-labeled path of length

two from some node 𝑥 to some node 𝑦. Furthermore, to the variable

𝑧 it associates a list consisting of the two 𝑎-labeled edges. The use of

lists is convenient because they can be processed later in the query

for further filtering, or returned to the user. The pattern, however,

is not equivalent to any of the following patterns:

(x) ( ()-[z:a]->() ) ( ()-[z:a]->() ) (y)

(x) ( ()-[z:a]->()-[z:a]->() ) (y)

(x) ( ()-[z:a]->() ) ( ()-[z1:a]->() ) (y)

This is because of the treatment of variables. In each pattern, mul-

tiple occurrences of the same variable are interpreted as a join.

Therefore in the first two patterns, both occurrences of 𝑧 match the

same edge, so they are not equivalent to the original one. (In fact,

both will only match a self-loop, because consecutive node vari-

ables, such as (u)(v) or ()(), must match the same node, making

the first two patterns equivalent.) The third pattern does match a

path of length two from 𝑥 to 𝑦, but instead of associating a list of

two elements to 𝑧 it generates separate bindings for 𝑧 and 𝑧1. ◀

Example 1 shows a disconnect between SQL/PGQ and GQL pat-

terns and regular expressions, where 𝑎2 is equivalent to 𝑎𝑎. We

believe that the underlying reason for this disconnect is that vari-

ables are used for two rather different purposes: indicating joins

and collecting lists of graph elements. The next example shows that

these two roles are deeply intertwined.

Example 2. Consider the GQL pattern

( (x)-[:a]->(x)-[:a]->() )*

The expression uses both occurrences of variable 𝑥 in two different

roles: as a variable to join on and as a variable that produces a list.

In order to understand these different roles, it helps to think about

the parse tree of the expression. When we see the leaf (x), it is

a node variable, which means that it binds 𝑥 to a node. Multiple

occurences of the same node variable in a subexpression that does

not have iteration are joined, which means that the subexpression

(x)-[:a]->(x) matches nodes 𝑥 that have an 𝑎-labeled self-loop.

However, if in the parse tree we go up through an iteration (i.e.,

repetitions of the form {a}, {a,b}, Kleene star, or Kleene plus), all
the variables in the subexpression become group variables. Group
variables do not perform joins, but collect in a list all graph elements

that are bound to them. Overall, the entire pattern binds 𝑥 to a list
of nodes that are connected with 𝑎-labeled edges, and in which

each node has an 𝑎-labeled self-loop. ◀

The example shows that two aspects are closely interleaved:

joins (node variables) and creating lists (group variables). From an

automata perspective, these two things are very different. Here,

creating lists would correspond to annotating positions and joins

to registers. Concerning annotating positions, the community de-

veloped a framework with favorable computational complexity

properties in the context of document spanners [38, 40, 98]. Reg-
isters, however, are a feature that drastically changes the power

and the computational complexity of basic automata tasks. An

automata-aware language design would provide more separation

between the roles of node and group variables.

Automata-based approaches are your friend when dealing with

regular expression matching tasks. For example, huge numbers

of matching paths can be stored efficiently [84] by an automata-

theoretic variant of database factorization [14, 72, 92]. Furthermore,

GQL patterns (without the internal variables we have here) can be

evaluated efficiently by traversing the graph and an automaton for

the expression in parallel [22, 41]. It is known that such methods

lead to algorithms with optimality guarantees [25, 71], as well as

unlocking a host of query optimization methods [23, 36, 45].

10



Querying Graph Data: Where We Are and Where To Go PODS Companion ’25, June 22–27, 2025, Berlin, Germany

RPQs

(3.1.1)
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(3.1.3)

l-CRPQs

(3.1.4–3.1.5)

dl-CRPQs

(3.2.1–3.2.2)
GQL
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[67, 68]
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[50, 51]

Core

GQL

(4.1)

Here there

be monsters

(uncharted)

edge-labeled graphs

property graphs

growing from theory distilling from practice

Figure 1: Overview of languages discussed in the paper (the numbers refer to sections or citations)

One of our main goals is to demonstrate that the issues in Exam-

ple 1 and 2 are solvable: Section 3.1.5 presents a model of RPQs with

list variables that is compatible with the aforementioned automata

techniques. In Section 3.2.2, this model is extended with joins on

node and edge variables, path modes, and data filters. As a final

example, we illustrate the importance of symmetry.

Example 3. Consider the GQL pattern

(x) ( (u)-[:a]->(v) WHERE u.date < v.date)* (y)

This pattern matches 𝑎-labeled paths from 𝑥 to 𝑦 in which the

value of the date property of nodes on the path is increasing. It is

much less obvious how to match paths in which the value of the

date property on edges is increasing. A naïve approach

(x) ( ()-[u:a]->()-[v:a]->() WHERE u.date < v.date)* (y)

does not work: it will match a four-edge path in which the values of

date are 03-01-2025, 04-01-2025, 01-01-2025, 02-01-2025, in this pre-

cise order. In fact the only way offered by the language at this point

is to match all paths and then eliminate those (using EXCEPT [68])

in which some two consecutive values of the date property are not
increasing. We revisit this example in more detail in Section 5.2. ◀

Example 3 shows how asymmetric treatment of nodes and edges

leads to cases in which a natural condition (increasing dates) can

be easily expressed for nodes but not for edges. The asymmetry is

that paths in SQL/PGQ and GQL need to start and end with nodes

(not with edges), and that neighboring node variables in patterns

lead to joins (as in Example 1), but neighboring edge variables do

not. In Example 21 we show how a more symmetric treatment of

nodes and edges makes increasing values in edges easy to express.

A Zoo of Graph Query Languages
This paper will deal with several languages, coming from different

perspectives. We present an overview in Figure 1. Roughly, we see

a division into languages that are rooted in theory (with a strive for

mathematical clarity and elegance) and languages that are rooted

in practice (standards that strive for addressing industrial concerns,

and languages that strive for understanding the standards).

The overview just contains languages that we will touch upon

in the paper and is far from complete. It does not mention, e.g., two-

way navigation [23, 24], scoping rules for path and list variables [50],

post-processing of lists and paths [57], due to our focus on specific

aspects in modern standards. We refer to Barceló [12] for a more

complete overview up to 2013.

The Great ‘Relations vs Graphs’ Debate
Relational databases have been the foundation of database technol-

ogy since its very beginning. Historically, we have seen a multitude

of alternative database architectures come around [102] and around

[103] but, historically, these other architectures have either dis-

appeared or been absorbed by relational systems. So what about

graphs?

Here, it is important to distinguish between graph query lan-

guages and graph database implementations. We focus on graph

query languages and ask questions such as: what kind of features

do the users need to express their graph queries easily? This is inde-

pendent from whether the queried graphs are being implemented

in a graph-native or relational database. Graph-native systems may

come and go, but graph query languages are here to stay.

2 Graph Data Models
The main graph database models today can roughly be divided into

two abstractions: edge-labeled graphs and property graphs.

Edge-Labeled Graphs. These are the abstraction of graph databases
that have been studied since the 1980s [31, 89] and have received

a lot of attention in our field due to their elegance and simplicity

[9, 10, 12, 81, 94, 114]. Usually, their edges are sets of triples (𝑢, 𝑎, 𝑣),
where 𝑢 and 𝑣 are nodes and 𝑎 is a label. Such a definition is very

close to the Resource Description Framework (RDF) format [30],

which is rooted in the Semantic Web community. While this model

is simple and flexible, an important drawback is its inability to

address edges directly: edges do not have identifiers. Indeed, this

is a common issue in RDF that led to several extension proposals

such as RDF* [63, 64] or multi-layered graphs [7, 66, 75, 110]. We

therefore define edge-labeled graphs slightly more generally, bring-

ing them closer to the property graph model (Definition 6). In the

following we assume disjoint countably infinite sets Nodes of node
identifiers, Edges of edge identifiers, and Labels of edge labels.

Definition 4. An edge-labeled graph𝐺 is a tuple (𝑁, 𝐸, src, tgt, 𝜆),
where

• 𝑁 ⊆ Nodes is a finite set of nodes,
• 𝐸 ⊆ Edges is a finite set of edges,
• src : 𝐸 → 𝑉 is a total function,

• tgt : 𝐸 → 𝑉 is a total function, and

• 𝜆 : 𝐸 → Labels is a total function assigning labels to edges.
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Figure 2: An edge-labeled graph with bank accounts (a1–a6) and transfers (t1–t10) between them.
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Figure 3: A property graph with information on bank accounts and money transfers.

Intuitively, src(𝑒) = 𝑛1 and tgt(𝑒) = 𝑛2 means that 𝑒 is a directed

edge going from 𝑛1 to 𝑛2, while 𝜆(𝑒) = 𝑎 means that 𝑒 is labeled

with 𝑎. In contrast to a set of triples of the form (𝑛1, 𝑎, 𝑛2), this
model can have different edges 𝑒1, 𝑒2 going from 𝑛1 to 𝑛2 having

the label 𝑎.

Example 5. Figure 2 partially shows an example of an edge-

labeled graph. (It does not convey the same information as the prop-

erty graph in Figure 3; some nodes and edges are omitted to avoid

cluttering). Its nodes are {a1, . . . , a6, Account, Megan, Mike, Rebecca,
no, . . . } and its edges are {t1, . . . , t10, r1, . . . } (nodes are solid, edges
are dashed). Furthermore, we have 𝜆(t1) = Transfer, 𝜆(r1) = owner,

etc. Notice that edges t2 and t5 are both from a3 to a2 and both

have the label Transfer.

Labeled Property Graphs. This is the model deployed in many

enterprise systems [91, 93, 105, 106, 109] and it extends edge-labeled

graphs by adding attributes (properties) with their associated values

to both nodes and edges, as well as allowing to put labels on nodes.

For this, in addition to Nodes, Edges, and Labels, we now assume a

countably infinite set Properties of node and edge property names

and Values of property values. Compared to relational databases,

property names and values correspond to attribute names and

values.

Definition 6. A labeled property graph (LPG) is a tuple 𝐺 =

(𝑁, 𝐸, src, tgt, 𝜆, 𝜌), where
• 𝑁 ⊆ Nodes is a finite set of nodes,
• 𝐸 ⊆ Edges is a finite set of edges,
• src : 𝐸 → 𝑉 is a total function,

• tgt : 𝐸 → 𝑉 is a total function,

• 𝜆 : (𝑁 ∪ 𝐸) → Labels is a total function assigning a label to

an edge or a node, and

• 𝜌 : (𝑁 ∪ 𝐸) × Properties → Values is a partial function.

Here 𝜌 (𝑥, prop) = 𝑣 means that the node or edge 𝑥 has the

property prop whose value is 𝑣 . Given that 𝜌 is a partial function

not every node and edge has to have a value for each property, nor

do they have to have the same properties with defined values. In

the remainder of the paper, we will usually omit “labeled” when

referring to labeled property graphs.

Notice that, if (𝑁, 𝐸, src, tgt, 𝜆, 𝜌) is a property graph, then (𝑁, 𝐸,

src, tgt, 𝜆 |𝐸 ) is an edge-labeled graph. Here, we denote by 𝜆 |𝐸 the

restriction of 𝜆 to the domain 𝐸.

12
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Remark 7. Definition 6 allows a single label per node or edge. In
some practical languages, multiple labels are allowed. This omission
makes no difference in terms of the results presented in this paper.

Example 8. Figure 3 depicts a property graph with nodes {a1, . . . ,
a6} and edges {t1, . . . , t10}. Similar to Figure 3, nodes are solid and

edges are dashed. Concerning labels, we have 𝜆(a1) = Account,

𝜆(t1) = Transfer, etc. Concerning properties and values, we have

𝜌 (a1, owner) = Megan, etc.

Paths and Lists. A path in a graph is an alternating sequence of

nodes and edges such that consecutive elements are incident. We

consider four types of paths, depending on whether they begin with

a node or and edge; or end with a node or an edge: node-to-node
paths, node-to-edge paths, etc. We write paths as

𝑝 = path(𝑜1, . . . , 𝑜𝑛)
where the 𝑜𝑖 with 𝑖 ∈ [𝑛] can be nodes or edges. GQL and SQL/PGQ
use the term elements for nodes or edges. We use the term objects
and denote them with 𝑜, 𝑜𝑖 , . . . to avoid notation clashes with edges,

which we denote with 𝑒 , 𝑒𝑖 , . . . . We write path() for the empty

path. For a non-empty path 𝑝 , by src(𝑝) we mean 𝑜1 if 𝑜1 is a node,

and src(𝑜1) if 𝑜1 is an edge. Similarly tgt(𝑝) is 𝑜𝑛 if 𝑜𝑛 is a node

and tgt(𝑜𝑛) if it is an edge. We call 𝑝 a path from src(𝑝) to tgt(𝑝).
We write len(𝑝) for the length of 𝑝 , which we define as its number

of edges; that is, len(𝑝) = |{𝑖 | 𝑜𝑖 is an edge}|. Notice that edges
that appear multiple times are also counted multiple times.

Let 𝐺 be an edge-labeled graph or a property graph with func-

tions src, tgt, and 𝜆. We say that 𝑝 is a path in 𝐺 if each edge in 𝑝

connects the nodes before and after it in the sequence; that is,

(a) for each 𝑖 ∈ {1, . . . , 𝑛 − 1} such that 𝑜𝑖 is an edge, we have that

tgt(𝑜𝑖 ) = 𝑜𝑖+1 and
(b) for each 𝑖 ∈ {2, . . . , 𝑛} such that 𝑜𝑖 is an edge, we have that

src(𝑜𝑖 ) = 𝑜𝑖−1.

We denote the set of paths in 𝐺 by Paths(𝐺).

Remark 9. While practical languages [35, 52, 112] use two-way
paths with forward and backward edges, we focus on one-way paths.
This is just for the sake of technical simplicity: our framework can
easily be extended with two-way paths.

To handle the fact that our paths can begin or end in either

a node or an edge, we define path concatenation as follows. For

𝑝 = path(𝑜1, . . . , 𝑜𝑛) and 𝑝′ = path(𝑜′
1
, . . . , 𝑜′𝑚) we define 𝑝 · 𝑝′ to

be the path

• path(𝑜1, . . . , 𝑜𝑛, 𝑜′
1
, . . . , 𝑜′𝑚) if 𝑜𝑛 ∈ 𝐸 and tgt(𝑜𝑛) = 𝑜′

1
;

• path(𝑜1, . . . , 𝑜𝑛, 𝑜′
1
, . . . , 𝑜′𝑚) if 𝑜′

1
∈ 𝐸 and src(𝑜′

1
) = 𝑜𝑛 ; and

• path(𝑜1, . . . , 𝑜𝑛, 𝑜′
2
, . . . , 𝑜′𝑚) if 𝑜𝑛 = 𝑜′

1
.

Furthermore, we define 𝑝 · path() = 𝑝 = path() · 𝑝 . Notice that
path(𝑜) · path(𝑜) = path(𝑜), independent of whether 𝑜 is a node

or an edge. This is different from the GQL standard in which this

equality holds for nodes but not for edges, but it helps to arrive at

more elegant definitions for (conjunctive) regular path queries with

data value comparisons and list variables (Sections 3.2.1–3.2.2).

Example 10. Consider path(a1, t1, a3, t2), which is a valid path

in the property graph of Figure 3. This is an example of a node-

to-edge path, since it starts with a node and ends with an edge.

Similarly, path(t1, a3, t2) is a valid edge-to-edge path. However,

expressions such as path(a1, t1, t1) do not define a valid path since

they repeat an edge without interleaving it with a node.

Given that we have to take care of different start/end objects,

the concatenation is also more involved. For example, the path

path(a1, t1, a3, t2, a2) in the graph of Figure 3 can be expressed as

a concatenation of two paths in several different ways, including:

path(a1, t1, a3) · path(a3, t2, a2)
path(a1, t1) · path(a3, t2, a2)

path(a1, t1) · path(t1, a3, t2, a2)
· · ·

Notice that the third concatenation above shows that the length of

the path obtained by concatenating two paths is not necessarily the

sum of the length of concatenated paths. This happens since the

repeated edge gets collapsed into a single edge as in the example

above. Our design decision is to prioritize symmetric treatment of

nodes and edges over requiring the length of a concatenated path to

be the sum of the length of the parts, which will lead to much more

symmetry between treatment of nodes and edges in Section 3.2.1

compared to Cypher, SQL/PGQ, and GQL (and, in particular, in

Example 21).

For this reason, if we want to obtain a path that traverses a

self-loop twice by concatenating two paths that only consist of the

edge, we need to consider the incident node. Indeed, if we assumed

that there is a self-loop t0 over the node a1, then we have that

path(t0) · path(t0) = path(t0), whereas path(t0) · path(a1, t0) =
path(t0, a1, t0), which is the path that traverses the edge t0 twice.

We define the edge label of 𝑝 , denoted elab(𝑝), inductively as

elab(𝑜) =
{
𝜆(𝑜) if 𝑜 is an edge

𝜀 if 𝑜 is a node.

Furthermore, elab(𝑝1 · 𝑝2) = elab(𝑝1) · elab(𝑝2).
Some of the graph query languages in Section 3.1 use lists. We

write lists as list(𝑜1, . . . , 𝑜𝑛), where 𝑜1, . . . , 𝑜𝑛 is the sequence of

elements in the list. We write list() for the empty list. The concate-

nation of two lists list(𝑜1, . . . , 𝑜𝑛) and list(𝑜′
1
, . . . , 𝑜′𝑚), written as

list(𝑜1, . . . , 𝑜𝑛) · list(𝑜′
1
, . . . , 𝑜′𝑚) is list(𝑜1, . . . , 𝑜𝑛, 𝑜′

1
, . . . , 𝑜′𝑚).

Variables and their Bindings. To define our query languages, we

assume that we have a countably infinite set Var of variables that
we use for nodes, edges, or even lists of nodes and/or edges; and

DataVar of data variables, which we assume to be disjoint from Var.
We will also use bindings, which are partial mappings from Var to
lists of edges, and nodes. The image of a binding depends on the

query languages that we define.

3 Query Languages Rooted in Theory
We present a simple formal model of today’s graph query languages

in several steps, starting from the ubiquitous regular path queries.
We aim at a model that is theoretically elegant, at the cost of not

being completely faithful to the intricate details of Cypher, GQL,

or SQL/PGQ, much like what first-order logic is to SQL. For more

faithful abstractions of Cypher, GQL, and SQL/PGQ, see [50–52].
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3.1 Querying Edge-Labeled Graphs
We start with the (conjunctive) regular path queries that are rooted

in the work of Cruz et al. from 1987 [31]. In Sections 3.1.4–3.1.5, we

extend these with list variables that can bind to elements of paths.

They abstract the group variables in Cypher, GQL, and SQL/PGQ.

3.1.1 Regular PathQueries. A regular path query (RPQ) is a regular
expression 𝑅 over Labels. The regular expressions we consider are
inductively defined as the smallest set that contains 𝜀 (empty base

case), every element of Labels (label base case) and, if 𝑅1 and 𝑅2
are regular expressions, then so are their concatenation (𝑅1 · 𝑅2),
disjunction (𝑅1 + 𝑅2), and the Kleene star 𝑅∗

1
. The language 𝐿(𝑅) of

a regular expression 𝑅 is defined as usual and we use the usual rules

for omitting brackets and concatenation symbols. For convenience,

we use 𝑅? to abbreviate 𝑅 + 𝜀 and 𝑅+ to abbreviate 𝑅 · 𝑅∗.

Remark 11 (Wildcards). Real-world graph database query lan-
guages typically have wildcards that allow a single position of an RPQ
to match an infinite subset of Labels. Cypher, GQL, and SQL/PGQ
use anonymous variables, denoted () for nodes and [] for edges. We
will sometimes use wildcards later in the paper in the same way as
they are used in SPARQL. Here, we allow regular expression base ex-
pressions of the form !𝑆 , where 𝑆 ⊆ Labels is finite. Their semantics is
𝐿(!𝑆) = {𝑎 ∈ Labels | 𝑎 ∉ 𝑆}. Our reason for using this kind of wild-
cards is that they allow translations to finite automata and standard
automata constructions such as union, intersection, determinization,
and complement. Extending later definitions in the paper with such
wildcards is routine. We sometimes use the notation “_” for (𝑎+!{𝑎}),
which matches every 𝑎 ∈ Labels.

Let 𝐺 = (𝑁, 𝐸, src, tgt, 𝜆) be an edge-labeled graph. We denote

the result of 𝑅 on 𝐺 as ⟦𝑅⟧𝐺 and define it as

⟦𝑅⟧𝐺 =
{
(𝑢, 𝑣) ∈ 𝑁 × 𝑁 | there is a path 𝑝 from 𝑢 to 𝑣

in 𝐺 with elab(𝑝) ∈ 𝐿(𝑅)
}
.

Example 12. Consider the RPQ 𝑅 = Transfer∗. On the graph

in Figure 2, it returns the complete set of pairs {a1, . . . , a6} ×
{a1, . . . , a6}, since all these nodes are strongly connected with

Transfer-edges.

3.1.2 Conjunctive Regular PathQueries. A conjunctive regular path
query (CRPQ) is an expression of the form

𝑞(𝑥1, . . . , 𝑥𝑘 ) :− 𝑅1 (𝑦1, 𝑦′1), . . . , 𝑅𝑛 (𝑦𝑛, 𝑦
′
𝑛)

where

(1) 𝑅𝑖 is a regular path query for each 𝑖 ∈ [𝑛],
(2) {𝑥1, . . . , 𝑥𝑘 , 𝑦1, 𝑦′1, . . . , 𝑦𝑛, 𝑦

′
𝑛} ⊆ Var, and

(3) {𝑥1, . . . , 𝑥𝑘 } ⊆ {𝑦1, 𝑦′
1
, . . . , 𝑦𝑛, 𝑦

′
𝑛}.

We sometimes write the entire query as 𝑞 for simplicity. To de-

fine its semantics on an edge-labeled graph 𝐺 = (𝑁, 𝐸, src, tgt, 𝜆),
we say that a node homomorphism from 𝑞 to 𝐺 is a mapping ℎ :

{𝑦1, 𝑦′
1
, . . . , 𝑦𝑛, 𝑦

′
𝑛} → 𝑁 such that (ℎ(𝑦𝑖 ), ℎ(𝑦′𝑖 )) ∈ ⟦𝑅𝑖⟧𝐺 for ev-

ery 𝑖 ∈ [𝑛]. The output of 𝑞 on 𝐺 is then defined as

𝑞(𝐺) = {ℎ(𝑥1, . . . , 𝑥𝑘 ) | ℎ is a node homomorphism from 𝑞 to 𝐺} .

Here, we write the tuple (ℎ(𝑥1), . . . , ℎ(𝑥𝑘 )) as ℎ(𝑥1, . . . , 𝑥𝑘 ).

Example 13. The CRPQ

𝑞1 (𝑥1, 𝑥2, 𝑥3) :− Transfer(𝑥1, 𝑥2), Transfer(𝑥1, 𝑥3), Transfer(𝑥2, 𝑥3)
returns {(a3, a2, a4), (a6, a3, a5)} on the graph in Figure 2. The CRPQ

𝑞2 (𝑥, 𝑥1, 𝑥2) :− owner(𝑦, 𝑥1), isBlocked(𝑦, 𝑥2),
(Transfer · Transfer? · Transfer?) (𝑥,𝑦)

matches accounts 𝑥 and 𝑦 such that there is a path of transfers from

𝑥 to 𝑦 of length 1 to 3. It then returns triples consisting of account

𝑥 , the owner of 𝑦, and whether the account 𝑦 is blocked. One such

example in Figure 2 is (a4, Rebecca, no). Indeed, there is a path of

transfers of length 2 from a4 to a5.

3.1.3 Nesting queries: a side trip. Given that a binary query returns

pairs of nodes, conceptually we can think of such a query as defining

virtual edges. A compositional query language should then have full

access to these virtual edges which are defined by queries from the

language. Owing to the closure properties of regular expressions,

RPQs are compositional in this sense, but CRPQs are not. Indeed,

in CRPQs it is not possible to take transitive (Kleene) closures of

results of CRPQs. We illustrate this in the next example.

Example 14. Consider a simple CRPQ

𝑞1 (𝑥,𝑦) :− Transfer(𝑥,𝑦), Transfer(𝑦, 𝑥) ,
which finds pairs of nodes connected by Transfer-labeled edges in

both directions. If we think of 𝑞1 as defining (virtual) edges, it is

then not possible to construct a CRPQ that would select pairs of

nodes connected by a path of such edges.

This kind of compositionality can be achieved by nesting queries,

an idea already present in [29] and further developed in [21] and [97].

In essence, the idea is to allow using binary CRPQs in place of edge

labels in RPQs. The following example illustrates this.

Example 15. Pairs of nodes connected by a path of virtual edges

defined by 𝑞1 from Example 14 can be selected using a nested CRPQ:

𝑞2 (𝑢, 𝑣) :−
(
(Transfer(𝑥,𝑦), Transfer(𝑦, 𝑥)) [𝑥,𝑦]

)∗ (𝑢, 𝑣) .
We call such queries nested CRPQs. Reutter et al. [97] introduced

an elegant Datalog-like syntax for nested CRPQs and coined the

term regular queries. GQL and SQL/PGQ follow this idea closely

and allow applying Kleene star to every pattern. While in this paper

we focus on “flat” CRPQs, nesting is a powerful feature of real-life

graph query languages that deserves more attention.

3.1.4 RPQs with List Variables. An RPQ with list variables (l-RPQ)
is a regular expression 𝑅 over Labels ∪ {𝑎𝑧 | 𝑎 ∈ Labels, 𝑧 ∈ Var},
where we assume the union to be disjoint. Intuitively, the elements

of Labels work the same as before, and elements of the form 𝑎𝑧

match an edge with label 𝑎 and add their ID to a list associated to

the variable 𝑧 ∈ Var. In order to avoid confusion, we use letters 𝑥 , 𝑦

for “CRPQ variables” and 𝑧 for list variables. By Var(𝑅) we denote
the set of variables occurring in 𝑅.

We formalize their semantics using path bindings, which are

pairs (𝑝, 𝜇) where 𝑝 is a path and 𝜇 is a binding that maps variables

in Var to lists of edges that appear in 𝑝 . We assume the bindings 𝜇 to

be total on Var, but only map to non-empty lists for a finite number

of variables. This facilitates the definition of their concatenation:

for two bindings 𝜇1 and 𝜇2, we denote by 𝜇1 · 𝜇2 the binding that

14
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concatenates all lists. That is, for every 𝑧 ∈ Var, we define (𝜇1 ·
𝜇2) (𝑧) = 𝜇1 (𝑧) · 𝜇2 (𝑧). By 𝜇0 we denote the binding such that

𝜇0 (𝑧) = list() for every 𝑧 ∈ Var. By 𝜇𝑧 ↦→𝑒 we denote the binding 𝜇

such that 𝜇 (𝑧) = list(𝑒) and 𝜇 (𝑧′) = list() for every 𝑧′ ≠ 𝑧. For an

edge-labeled graph 𝐺 = (𝑁, 𝐸, src, tgt, 𝜆), we define:
⟦𝜀⟧𝐺 := {(path(𝑢), 𝜇0) | 𝑢 ∈ 𝑁 }
⟦𝑎⟧𝐺 := {(path(𝑢, 𝑒, 𝑣), 𝜇0) | 𝑒 ∈ 𝐸, src(𝑒)=𝑢, tgt(𝑒)=𝑣, 𝜆(𝑒)=𝑎}
⟦𝑎𝑧⟧𝐺 := {(path(𝑢, 𝑒, 𝑣), 𝜇𝑧 ↦→𝑒 ) |𝑒 ∈𝐸, src(𝑒)=𝑢, tgt(𝑒)=𝑣, 𝜆(𝑒)=𝑎}
⟦𝑅1 + 𝑅2⟧𝐺 := ⟦𝑅1⟧𝐺 ∪ ⟦𝑅2⟧𝐺
⟦𝑅1 · 𝑅2⟧𝐺 := {(𝑝1 ·𝑝2, 𝜇1 ·𝜇2) | (𝑝1, 𝜇1) ∈⟦𝑅1⟧𝐺 , (𝑝2, 𝜇2) ∈⟦𝑅2⟧𝐺 }
⟦𝑅⟧0𝐺 := {(path(𝑢), 𝜇0) | 𝑢 ∈ 𝑁 }
⟦𝑅⟧𝑘𝐺 := {(𝑝1 · . . . ·𝑝𝑘 , 𝜇1 · . . . ·𝜇𝑘 ) | (𝑝𝑖 , 𝜇𝑖 ) ∈ ⟦𝑅⟧𝐺 for all 𝑖 ∈ [𝑘]}
⟦𝑅∗⟧𝐺 :=

⋃∞
𝑘=0

⟦𝑅⟧𝑘𝐺
Example 16. The l-RPQ

𝑅 = (Transfer𝑧)∗ · isBlocked
matches paths consisting of arbitrarily many Transfer-edges and

ending with an isBlocked-edge. Furthermore, it stores the list of

Transfer-edges in variable 𝑧. On the graph 𝐺 in Figure 2, it returns

the infinite set ⟦𝑅⟧𝐺 = {(path(a4, r10, yes), 𝜇1), (path(a2, t3, a4,
r10, yes), 𝜇2), (path(a3, t2, a2, t3, a4, r10, yes), 𝜇3), path(a3, t5, a2, t3,
a4, r10, yes), 𝜇4), . . . , path(a3, r9, no), 𝜇5), . . .}, where

𝜇1 (𝑧) = list() 𝜇2 (𝑧) = list(t3) 𝜇3 (𝑧) = list(t2, t3)
𝜇4 (𝑧) = list(t5, t3) 𝜇5 (𝑧) = list()

Notice that, since we use edge identity in edge-labeled graphs

(Definition 4), we can now differentiate between returning the

“parallel edges” t2 or t5.

The example illustrated that ⟦𝑅⟧𝐺 can be infinite, just as for

regular expressions. For database queries, however, we typically

want to have finite outputs. For this reason, GQL and SQL/PGQ

have the ability to restrict paths to shortest, simple, or trails, which

always ensures a finite output. For technical reasons, we introduce

these restrictions when we move to conjunctions of RPQs with list

variables (Section 3.1.5). We believe that RPQs with list variables

are interesting to study even in the case where ⟦𝑅⟧𝐺 is infinite. For

instance, one can study enumeration of all results that match paths

of a given length (see e.g., [87]).

Furthermore, l-RPQs are designed to allow a translation into

finite automata using routine methods (similar to those used in the

research on document spanners [2, 38, 40, 98]). Such a design has

important advantages:

(1) it allows to leverage factorization for storing sets of paths —

even if these sets are infinite [41, 84] (see Section 6); and

(2) it avoids semantic issues caused by the (overly?) syntax-driven

design of GQL group variables.

Concerning (2), list variables indeed do not have the semantic issues

highlighted in Example 1 in the introduction, because they satisfy

⟦𝑅⟧2𝐺 = ⟦𝑅 · 𝑅⟧𝐺 by definition. On the other hand, they only collect
graph elements in lists and do not support joins. We believe that

joins should happen at the level of CRPQs, which we discuss next.

3.1.5 CRPQs with List Variables. A CRPQ with list variables is an
expression of the form

𝑞(𝑥1, . . . , 𝑥𝑘 ) :−𝑚1 𝑅1 (𝑦1, 𝑦′1), . . . , 𝑚𝑛 𝑅𝑛 (𝑦𝑛, 𝑦′𝑛)

where

(1) 𝑚𝑖 ∈ {shortest, simple, trail, all};
(2) 𝑅𝑖 is an RPQ with list variables for each 𝑖 ∈ [𝑛];
(3) Var(𝑅𝑖 ) ∩ {𝑦1, 𝑦′

1
, . . . , 𝑦𝑛, 𝑦

′
𝑛} = ∅ for every 𝑖 ∈ [𝑛];

(4) Var(𝑅𝑖 ) ∩ Var(𝑅 𝑗 ) = ∅ for every 𝑖 ≠ 𝑗 with 𝑖, 𝑗 ∈ [𝑛]; and
(5) {𝑥1, . . . , 𝑥𝑘 } ⊆ {𝑦𝑖 , 𝑦′

1
, . . . , 𝑦𝑛, 𝑦

′
𝑛} ∪

⋃𝑛
𝑖=1 Var(𝑅𝑖 ).

Recall that the sets Var(𝑅𝑖 ) contain list variables that we denote

with 𝑧, 𝑧𝑖 , etc.

To define the semantics on edge-labeled graphs, we first intro-

duce some notation. For a set 𝑃 of path bindings over 𝐺 and nodes

𝑢, 𝑣 of 𝐺 , we let 𝜎𝑢,𝑣 (𝑃) = {(𝑝, 𝜇) ∈ 𝑃 | 𝑝 is a path from 𝑢 to 𝑣}.
Furthermore, we define

• shortest(𝑃) = {(𝑝, 𝜇) ∈ 𝑃 | len(𝑝) is minimal in 𝑃},
• simple(𝑃) = {(𝑝, 𝜇) ∈ 𝑃 | 𝑝 is a simple path},
• trail(𝑃) = {(𝑝, 𝜇) ∈ 𝑃 | 𝑝 is a trail},
• all(𝑃) = 𝑃 .

An unrestricted path homomorphism from 𝑞 to 𝐺 is a mapping ℎ :

Var(𝑞) → 𝑁 ∪ list(𝐺) such that

• ℎ |{𝑦1,𝑦′
1
,...,𝑦𝑛,𝑦

′
𝑛 } is a node homomorphism from 𝑞 to 𝐺 , and

• for each 𝑖 ∈ [𝑛] and 𝑧 ∈ Var(𝑅𝑖 ), we have ℎ(𝑧) = 𝜇 (𝑧), for
some

(𝑝, 𝜇) ∈ 𝜎ℎ (𝑦𝑖 ),ℎ (𝑦′
𝑖
)
(
⟦𝑅𝑖⟧𝐺

)
.

A (restricted) path homomorphism takes the𝑚𝑖 into account. It is

defined analogously, but

• for each 𝑖 ∈ [𝑛] and 𝑧 ∈ Var(𝑅𝑖 ), we have ℎ(𝑧) = 𝜇 (𝑧), for
some

(𝑝, 𝜇) ∈𝑚𝑖

(
𝜎ℎ (𝑦𝑖 ),ℎ (𝑦′

𝑖
)
(
⟦𝑅𝑖⟧𝐺

) )
.

The output of 𝑞 on 𝐺 is then defined as

𝑞(𝐺) = {ℎ(𝑥1, . . . , 𝑥𝑘 ) | ℎ is a path homomorphism from 𝑞 to 𝐺} .

Example 17 (Grouping by Endpoint Pairs). The l-CRPQ

𝑞(𝑥1, 𝑥2, 𝑧) :−
owner(𝑦1, 𝑥1), owner(𝑦2, 𝑥2), shortest (Transfer𝑧)+ (𝑥1, 𝑥2)

returns the owners 𝑥1 and 𝑥2 of accounts 𝑦1 and 𝑦2, respectively,

together with the lists of edges in shortest paths of transfers from

𝑥1 to 𝑥2 that have nonzero length. (To simplify notation, we omit

the modifiers all.) If we assume for the sake of consistency with

Figure 3 that a6 has an outgoing owner-edge to Jay, then it returns

𝑥1 ↦→ Jay 𝑥1 ↦→ Mike

𝑥2 ↦→ Rebecca 𝑥2 ↦→ Megan

𝑧 ↦→ list(t10) 𝑧 ↦→ list(t7, t4)
etc. Notice that 𝑞 returns shortest paths grouped by endpoint pair
of the l-RPQ (Transfer𝑧)+. Indeed, for the (infinitely many) paths

from a6 (Jay) to a5 (Rebecca), the restricted path homomorphism

applies end-node selection before shortest, which is why it selects

the path of length one. For the paths from a3 (Mike) to a1 (Megan),

following the same principle, it selects the path of length two. This

is the desired behavior of the shortest mode in GQL.

Remark 18. List variables could be added to nested CRPQs (Sec-
tion 3.1.3) or regular queries in a similar way, but the semantics of
shortest, simple, and trail would have to be reconsidered, because
atoms of such queries do not match paths, but more complex structures.
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3.2 Querying Property Graphs
We now equip the languages described in Sections 3.1.4 and 3.1.5

with features to query property graphs: most notably, the capability

to query data values. The languages presented here find their roots

in query languages for data graphs [78], where each node carries a

data value from Values. Data graphs were motivated by data trees,
which were studied in the context of XML and tree-structured data

during the decade prior to its appearance [17–20]. Compared to

query languages for data graphs, we incorporate the following

features to bring the formalism closer to GQL: (1) list variables

and (2) the capability to distinguish between nodes and edges. Our

languages will deal with nodes and edges in a symmetric way,

although this is not the case in SQL/PGQ and GQL.

3.2.1 RPQs with Data Tests and List Variables. Consider the fol-
lowing grammar of element tests (denoted ETest for short), defining
operators which allow testing and storing property values:

ETest :- 𝑥 := pname | pname 𝑜𝑝 𝑐 | pname 𝑜𝑝 𝑥

Here, 𝑜𝑝 ∈ {=,≠, <, >}, pname ∈ Properties, 𝑐 ∈ Values, and 𝑥 ∈
DataVar is a variable used to bind values from Values.

A regular expression with data tests and list variables is an expres-

sion of the form 𝑅(𝑥,𝑦), where 𝑅 is a regular expression over

{(𝑎) | 𝑎 ∈ Labels} ∪ {[𝑎] | 𝑎 ∈ Labels} ∪
∪ {(𝑎𝑧) | 𝑧 ∈ Var, 𝑎 ∈ Labels} ∪ {[𝑎𝑧] | 𝑧 ∈ Var, 𝑎 ∈ Labels} ∪

∪ {(et) | et ∈ ETest} ∪ {[et] | et ∈ ETest}
Intuitively, we use (·) to match nodes and [·] to match edges. An

RPQ with data tests and list variables, or dl-RPQ for short, is an

expression of the form 𝑅(𝑥,𝑦), where 𝑅 is a regular expression with

data tests and list variables.

Semantics. To define the semantics, we will use value assign-
ments, which are partial functions 𝜈 : Var → Values. By 𝜈 [𝑥 ↦→ 𝑐]
we denote the mapping that is identical to 𝜈 , except that it maps

𝑥 to 𝑐 . For a property graph 𝐺 = (𝑁, 𝐸, src, tgt, 𝜆, 𝜌), we define the
relation

(𝑝, 𝜈, 𝜇) ⊢𝑅 (𝑝′, 𝜈′, 𝜇′)
by induction on the structure of the dl-RPQ 𝑅. Here, 𝑝 and 𝑝′ are
paths, 𝜈 and 𝜈 ′ are partial mappings from Var to Values, and 𝜇 and

𝜇′ are bindings that map to lists of graph elements. Recall that

we defined 𝜇1 · 𝜇2 and 𝜇𝑧 ↦→𝑜 in Section 3.1.4. We then require the

following, depending on the structure of 𝑅:

(𝑎) : 𝑝′ = 𝑝 ·path(𝑜), 𝑜 ∈ 𝑁, 𝜆(𝑜) = 𝑎, and (𝜈 ′, 𝜇′) = (𝜈, 𝜇)
(𝑎𝑧) : 𝑝′ = 𝑝 ·path(𝑜), 𝑜 ∈ 𝑁, 𝜆(𝑜) = 𝑎, 𝜈′ = 𝜈, and 𝜇′ = 𝜇 ·𝜇𝑧 ↦→𝑜

(et) : 𝑝′ = 𝑝·path(𝑜), 𝑜 ∈ 𝑁 and, depending on the structure of et,
− (𝑥 := pname) : 𝜈 ′ = 𝜈 [𝑥 ↦→ 𝜌 (𝑛, pname)],
− (pname op c) : 𝜌 (𝑜, pname) op c holds,
− (pname op 𝑥) : 𝜌 (𝑜, pname) op 𝜈 (𝑥) holds;

𝑅1 · 𝑅2 : there is a (𝑝1, 𝜈1, 𝜇1) such that

(𝑝, 𝜈, 𝜇) ⊢𝑅1
(𝑝1, 𝜈1, 𝜇1) and (𝑝1, 𝜈1, 𝜇1) ⊢𝑅2

(𝑝′, 𝜈′, 𝜇′)
𝑅1 + 𝑅2 : (𝑝, 𝜈, 𝜇) ⊢𝑅1

(𝑝′, 𝜈′, 𝜇′) or (𝑝, 𝜈, 𝜇) ⊢𝑅2
(𝑝′, 𝜈′, 𝜇′)

𝑅∗ : (𝑝, 𝜈, 𝜇) = (𝑝′, 𝜈′, 𝜇′) or there are (𝑝1, 𝜈1, 𝜇1), . . . , (𝑝𝑛, 𝜈𝑛, 𝜇𝑛)
such that (𝑝, 𝜈, 𝜇) ⊢𝑅 (𝑝1, 𝜈1, 𝜇1), (𝑝𝑛, 𝜈𝑛, 𝜇𝑛) ⊢𝑅 (𝑝′, 𝜈′, 𝜇′),
and (𝑝𝑖 , 𝜈𝑖 , 𝜇𝑖 ) ⊢𝑅 (𝑝𝑖+1, 𝜈𝑖+1, 𝜇𝑖+1) for every 𝑖 ∈ [𝑛 − 1].

The base cases [𝑎], [𝑎𝑧], and [et] are analogous, but have the con-
dition 𝑜 ∈ 𝐸 instead of 𝑜 ∈ 𝑁 .

Finally, for a dl-RPQ 𝑟 , we define

⟦𝑅⟧𝐺 = {(𝑝, 𝜇) | (path(), 𝜈0, 𝜇0) ⊢𝑟 (𝑝, 𝜈, 𝜇)} ,
where 𝜈0 is the empty assignment and 𝜇0 maps every variable to

the empty list (as in Section 3.1.4).

We rely crucially on our definition of path concatenation, which

ensures that 𝑝 · path(𝑜) = 𝑝 if the last object of 𝑝 is 𝑜 . and thus

facilitates matching multiple atomic expressions to the same object.

For example, similar to GQL patterns, (𝑎𝑧) (date < 𝑥) (𝑥 := date)
will be matched to a single node: first it tests if the current node is

labeled 𝑎 and adds it to the list variable 𝑧; then it tests if the value

of its date property is smaller than the one stored in 𝑥 ; and then it

overwrites 𝑥 with this value. Different from GQL, we treat nodes

and edges symmetrically here, and [𝑎𝑧] [date < 𝑥] [𝑥 := date] will
also be matched to a single edge.

Remark 19. Note that we do not include value assignments in the
output of dl-RPQs: ⟦𝑅⟧𝐺 is defined as a set of pairs of the form (𝑝, 𝜇).
This means that we use value assignments only for filtering paths
(much like the WHERE clause in SQL), and not for returning values.

Remark 20. Notice that dl-RPQs can express boolean combinations
of ETests. Indeed, conjunction is concatenation in regular expressions.
Disjunction is disjunction in regular expressions. Negation can be
pushed to atoms and then we use that 𝑜𝑝 has {=,≠, <, >}.

Example 21. The following expression selects paths that are

labeled 𝑎∗ and have increasing values of the date property in nodes

(recall from Remark 11 that we use “_” to denote a label wildcard):

(𝑎𝑧) (𝑥 := date)
(
[_] (𝑎𝑧) (date > 𝑥) (𝑥 := date)

)∗
The following expression does the analogous thing for edges:

[𝑎𝑧] [𝑥 := date]
(
(_) [𝑎𝑧] [date > 𝑥] [𝑥 := date]

)∗
The latter expression returns edge-to-edge paths. If we would like

to have node-to-node paths, we can write

(_) [𝑎𝑧] [𝑥 := date]
(
(_) [𝑎𝑧] [date > 𝑥] [𝑥 := date]

)∗
(_)

3.2.2 CRPQs with Data Tests and List Variables. A CRPQ with data
tests and list variables, or dl-CRPQ for short, is an expression of the

form

𝑞(𝑥1, ..., 𝑥𝑘 ) :−𝑚1 𝑅1 (𝑦1, 𝑦′1) , . . . , 𝑚𝑛 𝑅𝑛 (𝑦𝑛, 𝑦′𝑛)
that satisfies conditions (1–5) for CRPQs with list variables (Sec-

tion 3.1.5), except that𝑅𝑖 (𝑦𝑖 , 𝑦′𝑖 ) can now be dl-RPQs in condition (2).

The semantics of dl-CRPQs is verbatim the same as the semantics

of CRPQs with list variables in Section 3.1.5.

4 Query Languages: From Practice to Theory
In Section 3, we were building graph languages bottom-up, starting

with the basic RPQs and then adding features such as list variables,

joins, and data tests (the growing from theory part of Figure 1).

We now contrast this with a top-down approach, where we start

with a real language and try to distill it into a clean theoretical

calculus that captures its essential features. Specifically, we start

with GQL, whose standard is 500 pages of dense dry text written in

a very specific language mandated by ISO [68], hard to understand
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⟦(𝑥)⟧𝐺 := {(path(𝑛), {𝑥 ↦→ 𝑛}) | 𝑛 ∈ 𝑁 }�
𝑥→
�
𝐺

:= {(path(𝑛1, 𝑒, 𝑛2), {𝑥 ↦→ 𝑒}) | 𝑒 ∈ 𝐸, src(𝑒) = 𝑛1, tgt(𝑒) = 𝑛2}

⟦𝜋1 𝜋2⟧𝐺 :=
{
(𝑝1 · 𝑝2, 𝜇1 Z 𝜇2) | (𝑝1, 𝜇1) ∈ ⟦𝜋1⟧𝐺 , (𝑝2, 𝜇2) ∈ ⟦𝜋2⟧𝐺 , 𝜇1 ∼ 𝜇2, and tgt(𝑝1) = src(𝑝2)

}
⟦𝜋1 + 𝜋2⟧𝐺 := ⟦𝜋1⟧𝐺 ∪ ⟦𝜋2⟧𝐺 only defined if FV (𝜋1) = FV (𝜋2)

⟦𝜋⟧0𝐺 := {(path(𝑛), 𝜇∅) | 𝑛 ∈ 𝑁 }
⟦𝜋⟧𝑗

𝐺
:=

{
(𝑝1 · · · 𝑝 𝑗 , 𝜇∅) | ∃𝜇1, . . . , 𝜇 𝑗 : (𝑝1, 𝜇1), . . . , (𝑝 𝑗 , 𝜇 𝑗 ) ∈ ⟦𝜋⟧𝐺 and tgt(𝑝1) = src(𝑝2), . . . , tgt(𝑝 𝑗−1) = src(𝑝 𝑗 )

}�
𝜋𝑖 ..𝑚

�
𝐺

:=
⋃𝑚

𝑗=𝑖 ⟦𝜋⟧
𝑗

𝐺

⟦𝜋 ⟨𝜃⟩⟧𝐺 :=
{
(𝑝, 𝜇) ∈ ⟦𝜋⟧𝐺 | 𝜇 |= 𝜃

}
𝜇 |= 𝑥 .𝑘 = 𝑦.𝑘′ ⇔ 𝜌 (𝜇 (𝑥), 𝑘) = 𝜌 (𝜇 (𝑦), 𝑘′)
𝜇 |= 𝑥 .𝑘 < 𝑦.𝑘′ ⇔ 𝜌 (𝜇 (𝑥), 𝑘) < 𝜌 (𝜇 (𝑦), 𝑘′)

𝜇 |= ℓ (𝑥) ⇔ 𝜆(𝜇 (𝑥)) = ℓ

𝜇 |= 𝜃 ∨ 𝜃 ′ ⇔ 𝜇 |= 𝜃 or 𝜇 |= 𝜃 ′

𝜇 |= 𝜃 ∧ 𝜃 ′ ⇔ 𝜇 |= 𝜃 and 𝜇 |= 𝜃 ′

𝜇 |= ¬𝜃 ⇔ 𝜇 ̸ |= 𝜃

Figure 4: Semantics of patterns ⟦𝜋⟧𝐺 and conditions 𝜇 |= 𝜃 with respect to a property graph 𝐺 = (𝑁, 𝐸, src, tgt, 𝜆, 𝜌)

for an untrained reader. The first attempt to produce a mathematical

model of its pattern sublanguage (a 100-page part of the standard)

was made in [50]. This model, called GPC (Graph Pattern Calculus),

retained many key features of the standard; among them was a

separation of variables into different kinds, leading to a complex

type system that formed an integral part of GPC. A second attempt

included not only pattern matching but all read-only operations of

GQL, particularly operations that manipulate tables obtained by

pattern matching [51].

Papers [50, 51] provided descriptions of (large parts of) GQL

that can easily be grasped by academic researchers. Nevertheless,

these abstractions are still complex to use a basic model for ana-

lyzing the expressive power of the languages. By an analogy with

SQL, to understand its expressive power one needs to start with

a simple abstraction like the relational calculus or algebra. In the

spirit of searching for such a starting point for analyzing GQL,

we now present a calculus from [56] that captures an “essential

part” of GQL: a simple pattern calculus (without extras such as

nulls or non-atomic values), and relational algebra as the language

for manipulating pattern outputs. One important aspect that was

treated [50, 51] and Section 3 but is not modeled here, however, is

list variables.

4.1 CoreGQL
The language CoreGQL we present as an abstraction of GQL con-

sists of three key components:

(1) a language for defining patterns;

(2) a way to turn patterns into relations; and

(3) a relational query language over such relations.

The easiest part of abstracting GQL into CoreGQL is (3): we just

take relational algebra as such a language. As for (2), this is achieved

by choosing a set of free variables of patterns, which in turn are

designed in such a way that every relation we get from it is a first-

normal-form relation (that is, it has no nulls, no duplicates, and

every entry is an atomic value [28] — so, no path or list variables).

We now look at all three components in more detail, starting with

the main component of the language: its patterns. As we already

announced in Remark 9, we omit backward edges, but they can

easily be added.

4.1.1 CoreGQL Patterns. CoreGQL patterns are given by

𝜋 := (𝑥) node

| 𝑥→ edge

| 𝜋1 𝜋2 concatenation

| 𝜋1 + 𝜋2 disjunction

| 𝜋𝑛..𝑚 repetition

| 𝜋 ⟨𝜃⟩ condition

where variables 𝑥 are optional, and 𝑛 . . .𝑚 with 0 ≤ 𝑛 ≤ 𝑚 ≤ ∞
indicates that a pattern is repeated between 𝑛 and 𝑚 times. Of

course the Kleene star is simply 𝜋0..∞, so we shall write 𝜋∗ for such
patterns. Conditions are given by the grammar

𝜃, 𝜃 ′ := 𝑥 .𝑘 = 𝑥 ′ .𝑘′ | 𝑥 .𝑘 < 𝑥 ′ .𝑘′ | ℓ (𝑥) | 𝜃 ∨ 𝜃 ′ | 𝜃 ∧ 𝜃 ′ | ¬𝜃
where 𝑥, 𝑥 ′ ∈ Var, 𝑘, 𝑘′ ∈ Keys, and ℓ ∈ Labels.

Semantically, on a property graph, a pattern generates a set of

pairs that consist of

• a path;

• a mapping of free variables to graph elements, i.e., nodes

and edges.

To define this, we need the notion of free variables of patterns
satisfying our key requirement that patterns generate first-normal-

form relations, having no nulls and no non-atomic values. With

this in mind, we define free variables as:

• FV
(
(𝑥)

)
= FV

(
𝑥→
)
:= {𝑥};

• FV (𝜋1 𝜋2) := FV (𝜋1) ∪ FV (𝜋2)
• FV (𝜋1 + 𝜋2) := FV (𝜋1)2

2
We assume that in a pattern 𝜋1 + 𝜋2 it holds that FV (𝜋1 ) = FV (𝜋2 ) .
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• FV (𝜋𝑛..𝑚) := ∅
• FV (𝜋 ⟨𝜃⟩) := FV (𝜋)

Note that the penultimate rule ensures that there are no non-atomic

values: a variable free in a pattern disappears from the list of free

variables if the pattern gets repeated, ensuring that collections of

bindings, viewed as relations, have only atomic values. The third

rule ensures that there are no nulls.

Bindings are partial mappings from variables to graph elements,

i.e., nodes and edges. Two bindings 𝜇1, 𝜇2 are compatible, written
as 𝜇1 ∼ 𝜇2, if they agree on their shared variables, i.e., if both

𝜇1 and 𝜇2 are defined on 𝑥 then 𝜇1 (𝑥) = 𝜇2 (𝑥). In this case, we

define 𝜇1 Z 𝜇2 by (𝜇1 Z 𝜇2) (𝑥) := 𝜇1 (𝑥) if 𝜇1 is defined on 𝑥 , and

(𝜇1 Z 𝜇2) (𝑥) := 𝜇2 (𝑥), otherwise. We let 𝜇∅ be the unique mapping

with the empty domain. With this, the semantics of patterns and

conditions is defined in Figure 4.

Before explaining how patterns produce relations, note one con-

sequence of the semantics in Figure 4: every produced path is a

node-to-node to path. Indeed, this is due to the way the semantics

of base cases and composition is defined, and is consistent with the

current state of languages such as Cypher and GQL.

4.1.2 Outputs of Patterns. Matching a pattern to a property graph

𝐺 = (𝑁, 𝐸, src, tgt, 𝜆, 𝜌) produces a relation. To specify this relation,
let Ω be a sequence whose elements are variables 𝑥 or expressions

𝑥 .𝑘 where 𝑥 is a variable and 𝑘 is a property. A mapping 𝜇 is com-
patible with Ω if for each 𝑥 ∈ Ω, 𝜇 is defined on 𝑥 , and for each

𝑥 .𝑘 ∈ Ω, 𝜇 is defined on 𝑥 and 𝜌 (𝜇 (𝑥), 𝑘) is defined. We then define

𝜇Ω : Ω → Nodes ∪ Edges ∪ Values as

𝜇Ω (𝜔) :=
{
𝜇 (𝑥) if 𝜔 = 𝑥 ,

𝜌 (𝜇 (𝑥), 𝑘) if 𝜔 = 𝑥 .𝑘 .

Notice that the image of 𝜇Ω consists of atomic values, namely graph

elements (nodes or edges) and property values.

With this, we define patterns with output as expressions of the
form 𝜋Ω whose semantics with respect to a property graph 𝐺 is

⟦𝜋Ω⟧𝐺 :=
{
𝜇Ω

�� 𝜇 is compatible with Ω and ∃𝑝 : (𝑝, 𝜇) ∈ ⟦𝜋⟧𝐺
}

and the semantics of 𝜋 is given in Figure 4. Since all mappings 𝜇Ω
have the same domain Ω, we can view ⟦𝜋Ω⟧𝐺 as a relation over

the set of attributes Ω.

4.1.3 CoreGQL: Relational Operations Over Pattern Outputs. To
define CoreGQL, we associate with each pattern 𝜋 and a sequence

Ω a relation symbol 𝑅𝜋Ω of arity |Ω |. The semantics of 𝑅𝜋Ω is ⟦𝜋Ω⟧𝐺 ,
i.e., a first-normal-form relation over the set of attributes Ω. Then
CoreGQL is defined as the set of relational algebra queries over all

relations 𝑅𝜋Ω .

As an example, consider a GQL query that returns nodes 𝑢 and

values of their property 𝑠 such that 𝑢 is connected to two different

nodes 𝑢1, 𝑢2 with the same value of property 𝑝 . For this, define

patterns 𝜋𝑖 := (𝑥)→(𝑥𝑖 ) and sequences Ω𝑖 = (𝑥, 𝑥 .𝑠, 𝑥𝑖 , 𝑥𝑖 .𝑝) for
𝑖 = 1, 2. Then the above query is

𝜋𝑥,𝑥 .𝑠

(
𝜎𝑥1≠𝑥2∧𝑥1 .𝑝=𝑥2 .𝑝

(
𝑅
𝜋1

Ω1

Z 𝑅
𝜋2

Ω2

) )
.

Note that here we use 𝜋 both for (relational) projection and to

denote a pattern (in 𝜋1 and 𝜋2).

4.2 CoreGQL vs GQL
To compare CoreGQL with actual GQL, note that the treatment of

variables in the latter is more complicated. Specifically, a variable

can be classified as one of the following types:

• a variable that binds a single graph element;

• a variable that binds a single graph element or null;

• a variable that binds a list of graph elements;

• a variable that binds a list of graph elements or null.

Which one of those categories a variable falls into depends on

the context: it could be of one kind in a subpattern 𝜋 ′ of 𝜋 , but
of a different kind in 𝜋 itself. This is precisely the reason why in

GQL 𝜋2..2 is not the same as 𝜋𝜋 , as was already indicated in the

introduction.

Our languages fixes this in different ways. The languages from

Section 3.2 make it explicit when a variable is bound to a list,

whereas CoreGQL simply disallows returning list-bound variables.

This is done to avoid dealing with higher-order relations and to

prove results on the expressiveness of GQL which we will see in

the next section, but for now it means that the bottom-up and

top-down approaches to abstracting graph query languages have

not yet properly met in the middle to uncover and eliminate the

monsters from Figure 1.

With respect to nulls, CoreGQL omits them too, thus forcing

two sides of a disjunction 𝜋1 + 𝜋2 to have the same free variables.

In actual GQL, this need not be the case, and partial mappings are

allowed. For example, the pattern

(
(𝑥)+

𝑦
→

)
matches a node 𝑥 or an

edge 𝑦, producing bindings 𝜇 with domains {𝑥} or {𝑦}. Interpreting
𝜇 as a tuple with attributes 𝑥,𝑦 requires marking one entry as a

non-applicable null.

One significant difference between real GQL and all its theoreti-

cal reconstructions so far is that the former adopts bag semantics
while the latter opt for avoiding duplicates. The perils of bag seman-

tics in handling regular expressions being well known [9, 81], the

design of GQL avoided complexity issues associated with them. Nev-

ertheless, the interplay between deduplication and pattern match-

ing in GQL leads to some counter-intuitive results, such as query

results depending on whether a variable was given a name or not

[35, Section 6].

Finally, GQL is a full-fledged query language with features such

as aggregation, procedures, and updates, just to name a few; these

have not been picked up by theoretical research so far.

5 Query Language Design: Where We Are
Building mathematical models of query languages and analyzing

them is often the first step in producing recommendations for design

adjustments and future enhancements. For example, the inexpress-

ibility of recursive queries in extensions of first-order logic (FO)

with aggregate functions [76] was the key motivation for adding

recursive common table expressions to SQL, while the prohibitively

high complexity of regular path queries in SPARQL led to changes

in its standard [9, 81].

With graph languages, we are very early in this process: lan-

guages are new, and their formalizations are even newer, although

the basic theory of RPQs and similar queries is fairly well estab-

lished. Importantly, new languages such as SQL/PGQ and GQL are
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in their first versions, and Cypher is not that old either; all of them

will be undergoing changes and enhancements in the coming years.

With this in mind, we can already offer an analysis of existing lan-

guage features, not only identifying problematic elements of their

design but also suggesting future corrections and improvements.

5.1 What is Missing?
Much of analysis of SQL expressiveness started with results on

its expressive power, initially for simple theoretical languages like

relational algebra and calculus. Now equipped with models of graph

query languages, we present several results in this vein.

AWarm-Up: RPQs in Cypher. Unlike GQL and SQL/PGQ, Cypher

puts limitations on patterns when it comes to repetitions: these can

only be applied to edge labels or their disjunctions. For example, an

RPQ ℓ∗ can be straightforwardly expressed, but it seems that (ℓℓ)∗
cannot be. The claim that Cypher falls short of the full power of

RPQs has been made several times [5, 33, 52, 107, 110]. It is however

not easy to prove results about a real-life language without having a
formal model of it (and in fact real-life Cypher gives one a backdoor

to writing all RPQs, even though it is not very natural and is loaded

with complexity issues, see Section 5.2).

To capture Cypher patterns for the purpose of this analysis,

we adapt the definition of the pattern language from Section 4 as

follows:

𝜋 := (𝑥 : 𝐿) | 𝑥 :𝐿−→ | :𝐿∗−→ | 𝜋1 𝜋2 | 𝜋1 + 𝜋2

where each 𝐿 is a disjunction of labels ℓ1 | ℓ2 | · · · | ℓ𝑛 . That is, arbi-
trary repetitions of patterns are disallowed, and only those applied

to disjunctions of labels are kept. Since we are only concerned with

RPQs and no data, we also removed conditions from the language,

specifying labeling explicitly in node and edge patterns (such labels

are assumed to include wildcard, making them effectively optional).

With this definition, it is not hard to prove the following.

Proposition 22 ([55]). The RPQ (ℓℓ)∗ is not expressible using
Cypher patterns.

Properties of Edges. For the next example of limitations of the

expressive power of graph languages, we start with the following

CoreGQL pattern:

𝜋inc = (𝑥)
(
((𝑢) → (𝑣))⟨𝑢.𝑘 < 𝑣 .𝑘⟩

)∗ (𝑦)
Free variables of 𝜋 are 𝑥 and 𝑦, and this pattern finds paths from 𝑥

to 𝑦 so that along them the value of property 𝑘 of nodes increases.

But what if we wanted to ask for paths where property values

of edges increase? A naive way of extending the previous query to

capture the “increasing property values in edges” query does not

work:

(𝑥)
(
( () 𝑢→ () 𝑣→ () )⟨𝑢.𝑘 < 𝑣 .𝑘⟩

)∗ (𝑦)
Indeed, this pattern will be matched on a four-edge path where

values of property 𝑘 of edges are 3, 4, 1, 2 (in this order). This is

because the subexpression ( () 𝑢→ () 𝑣→ () )⟨𝑢.𝑘 < 𝑣 .𝑘⟩ moves

forward in “steps of two” and the edge matching 𝑣 in one iteration

does not merge with the edge matching 𝑢 in the next iteration, as

happens for nodes in the pattern 𝜋inc. The following shows that

the increasing property values in edges cannot be expressed, under

the assumption that the patterns do not use repeated variables.

Proposition 23 ([56]). Patterns without repeated variables cannot
express the “increasing property values in edges” query.

We shall soon see what real-life Cypher and GQL do in order to

amend this.

Reachability is Not Enough for NLOGSPACE. Already back in

the 1980s we had graph languages that captured all NLogSpace

queries [29]. Can CoreGQL do the same? Let us look at the following

three statements:

• CoreGQL can express the reachability query: (𝑥) →1..∞ (𝑦);
• Core GQL has at least the power of FO as it allows using rela-

tional algebra operators over the results of pattern matching;

• Reachability is complete for NLogSpace under first-order

reductions.

Can we conlude that all NLogSpace queries are expressible in

CoreGQL? No, we cannot.

Proposition 24 ([56]). There are DLogSpace queries that are not
expressible in CoreGQL.

How is this possible? The problem is that to model first-order

reductions, we need to test reachability in a structure obtained by

applying a first-order transformation. However, in GQL, the flow

of information is different: first patterns are evaluated (e.g., reach-

ability), and only then are first-order operations used on pattern

matching results. This flow of information in one direction only –

from patterns to first-order operations – makes the language fall

short of the full power of NLogSpace. What is missing is nest-

ing (see Section 3.1.3). In fact, nesting is precisely what allows the

language from [29] to capture NLogSpace.

5.2 Dangers of Ad-Hoc Solutions
Real-life languages are more expressive than their theoretical coun-

terparts; SQL, for example, is Turing-complete as Turing machines

can be simulated using recursion and aggregation. In response to

users’ demands for more expressiveness of graph languages, ven-

dors include a number of solutions in their products. Some of these

solutions, despite looking rather natural, lead to pitfalls. We discuss

three of them, aiming to put back some issues – perhaps perceived

as solved in industry – in the court of the language designer.

Matching onMatched Paths. There is a simple idea how to express

queries such as “value in edges increases”. For this, we must be

able to match a new pattern only on the path that already matched

some pattern. For this, we extend pattern matching with conditions

of the form ∀𝜋 ′ ⇒ 𝜃 . The meaning of 𝜋 ⟨∀𝜋 ′ ⇒ 𝜃⟩ is as follows.
If 𝑝 is a path that matches 𝜋 , then 𝜋 ′ is matched on 𝑝 only, and

every time it matches, the condition 𝜃 must be satisfied. Without

giving the formal semantics of it, we illustrate the increasing value

in edges query:(
(𝑥) →∗ (𝑦)

)
⟨ ∀

( 𝑢→ () 𝑣→
)
⇒ 𝑢.𝑘 < 𝑣 .𝑘 ⟩

The match of

𝑢→ () 𝑣→ happens on a matched path from 𝑥 to

𝑦, and it is required that for every such match, i.e., for every two

consecutive edges, the values of property 𝑘 increase. While this

seems a reasonable solution, and is advocated currently by the GQL

committee [80, 116], there are unpleasant underwater currents.
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Consider a slight variation(
(𝑥) →∗ (𝑦)

)
⟨∀

(
(𝑢)→∗ (𝑣)

)
⇒ 𝑢.𝑘 ≠ 𝑣 .𝑘 ⟩

This query looks for all paths from 𝑥 to 𝑦 on which all values of

property 𝑘 of nodes are different – and we know this query is

NP-hard in data complexity [78].

Example 21 in Section 3.2.1 shows how to find paths with in-

creasing values on edges using dl-RPQs. This, however, relies on

the symmetric treatment of nodes and edges in dl-RPQs, which

GQL currently does not have.

Turning to Complement for Help. A seemingly easy way to over-

come the inexpressibility result shown above is to notice that its

complement is expressible. Indeed, the complement of the condition
that values in edges along a path increase states that there are con-

secutive edges in which property values do not increase. Since this

latter condition is easily expressible in GQL, all that remains is to

find all paths between two nodes, and from those subtract the set

of paths that match the complement pattern.

Existing languages — Cypher, GQL, PGQ — all provide such

facilities. They allow to name paths and allow path variables in

outputs. That is, we can add patterns of the form 𝑝 = 𝜋 , where 𝑝

is a path variable. Such a variable can become part of the output,

resulting in a column in a relation whose entries are paths. So,

for example, (𝑝 = 𝜋)𝑝 would return paths that are bound to the

variable 𝑝 . In this extension of the language, if we want to find all

paths between nodes labeled ℓ1 and ℓ2 such that values in edges

increase, we could write 𝜋 ′𝑝 − 𝜋 ′′𝑝 where

𝜋 ′ := 𝑝 =
(
(: ℓ1) →∗ (: ℓ2)

)
𝜋 ′′ := 𝑝 =

(
(: ℓ1) →∗ () 𝑢→ () 𝑣→ () →∗ (: ℓ2)

)
⟨𝑢.𝑘 ≥ 𝑣 .𝑘⟩

(where the subscript 𝑝 indicates that the output has paths them-

selves) since the pattern 𝜋 ′′ expresses the negation of the condition

“all values in edges increase” by checking that there is a pair of

consecutive edges where the values do not increase.

So, while it is possible to express the “increasing values” prop-

erty for edges, we see that we need completely different language

ingredients than for expressing the same property for nodes. This

puts an unnecessary burden on the user. Moreover, if we assume

that the language is evaluated compositionally (first evaluate 𝜋 ′,
then 𝜋 ′′, and then compute the difference), this might lead to poor

performance, which is indeed observed in practice [56]. The un-

derlying source of these problems is the asymmetric treatment of

nodes and edges in the language design.

Turning to Lists for Help. We now turn to another way of over-

coming expressivity limitations offered by practical systems. In

Cypher, one can extract the list of nodes on a path bound to vari-

able 𝑝 using a function we write as N(𝑝). Similarly, one can extract

the list of edges using E(𝑝). Over these lists one can perform the

usual list operations. One of them is the reduce operation. It takes

as a parameter a value 𝜀, a unary function 𝜄, and a binary function

𝑓 . With that, reduce𝜀,𝜄,𝑓 (𝐿) returns 𝜀 when the list 𝐿 is empty, 𝜄 (𝑥)
when 𝐿 has a unique element 𝑥 , and 𝑓 (𝑥, reduce𝜀,𝜄,𝑓 (𝐿′)) when
the head of 𝐿 is 𝑥 and its tail is 𝐿′.

As shown in [57], many queries become expressible with the help

of list functions, including extensions of RPQs to different kinds

of automata and even relations on words. We can also express the

already discussed query that checks for paths with increasing values

in edges. For simplicity, let us assume that we want the values to

be non-negative. Let 𝜄 be the function that maps an edge 𝑒 to the

property value 𝑒.𝑘 , and let 𝑓 (𝑒, 𝑣) be 𝑒.𝑘 if 𝑒.𝑘 ≥ 𝑣 ≥ 0 and −1
otherwise. Then we can find paths with increasing, non-negative

values in edges using the following query

𝑝 =
(
(𝑥) →∗ (𝑦)

)
⟨reduce

0,𝜄,𝑓 (E(𝑝)) ≥ 0⟩ .
This sounds promising, but the addition of lists and operations

on them makes some infeasible queries deceptively easy to write.

Consider for example the innocuously looking query

𝑝 =
(
(𝑥) →∗ (𝑦)

)
⟨reduce0,𝜄,+ (E(𝑝)) = 0⟩

for the same 𝜄 as above. This query allows to encode the subset sum

problem on a graph that is a sequence of nodes with parallel edges

between each pair of consecutive nodes: one having the number,

the other having zero. Therefore, this query is NP-complete in data

complexity (even if matching paths 𝑝 are restricted to be shortest,

or simple, or trails). It can lead to evaluation issues even on tiny

graphs with a few dozen nodes [57].

Lists can also be used to aggregate along paths. For example, the

expression reduce0,𝜄,+ (E(𝑝)) seen earlier computes the sum of all

values of property 𝑘 of edges along path 𝑝 . Let us denote it by Σ𝑝
and consider the following

𝑝 =
(
(: ℓ) →+ (𝑥 : ℓ)

)
⟨𝑥 .𝑎 · (Σ𝑝 )2 + 𝑥 .𝑏 · Σ𝑝 + 𝑥 .𝑐 = 0⟩

assuming that the matching mode is shortest. There are two ways

of providing a semantics to this query, depending on the point

at which the condition is applied. To illustrate this, consider a

very simple graph 𝐺 , consisting of a single node 𝑢 labeled ℓ with

properties 𝑎, 𝑏, 𝑐 , and a self-loop 𝑒 on 𝑢 with property 𝑘 set to 1.

• If the condition is applied after shortest, then a single short-

est path path(𝑢𝑒𝑢) is computed, and the condition simply

checks if 𝑢.𝑎 + 𝑢.𝑏 + 𝑢.𝑐 = 0.

• If shortest applies to paths that satisfy the condition, then a

path is returned iff the equation 𝑢.𝑎 · 𝑥2 + 𝑢.𝑏 · 𝑥 + 𝑢.𝑐 = 0

has a positive integer solution; in fact the length of the path

is precisely that solution.

The latter is uncomfortably close to solving Diophantine equations,

and indeed with a slightly more complex (but still fixed) polynomial

and a slightly bigger (but still bounded-size) graph, one can show

that query answering is undecidable [50, 57]. This further shows

that the list approach, while simple to use, comes loaded with

problems that may not be easily seen by programmers.

6 Query Language Evaluation: Where We Are
Evaluating graph queries with list variables, path modes, and data

filters efficiently is a challenging task that will require new tech-

niques. In fact, if one does not design the query language carefully,

evaluation can even become downright impossible.

6.1 Bag Semantics and Recursion: Boom!
Early versions of RPQs in SPARQL used bag semantics in combi-

nation with Kleene star [111], which easily result in prohibitively

many answers [9]. Indeed, evaluating the RPQ (((𝑎∗)∗)∗)∗ on a 6-

clique with 𝑎-edges gave more answers than the number of protons
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in the observable universe. The lesson: if you put bag semantics
together with recursion, the size of your outputs will explode.

Where did this problem come from? Intuitively, the reason was

that SPARQL’s (multiset) union and join operators were re-used as

union and concatenation in RPQs. If we define Kleene star using

such multiset unions and joins, it means that the number of times

that a pair of endpoints (𝑥,𝑦) should be returned by an RPQ 𝑅

is the number of different ways that 𝑅 can be matched on paths

from 𝑥 to 𝑦. This is, for 𝑎-labeled paths and expressions of the form

(((𝑎∗)∗)∗)∗, indeed very many, even if we restrict to simple paths.

Today, RPQs in SPARQL (called property path expressions) still
have a strange (non-uniform) semantics: they use bag semantics for

the union and concatenation operators, but set semantics for the

Kleene star and Kleene plus operators [112]. In consequence, it is

not clear which intuitive meaning we can associate to the number

of times a pair of nodes is returned as an answer to an RPQ.

We believe that the underlying problem was twofold: bag seman-
tics in combination with overly syntax-driven design. In this paper,

we argue for a design of RPQs (and their incarnations with list vari-

ables and data tests) compatible with standard automata techniques

(as in Sections 3.1.1,3.1.4, and 3.2.1), which allows avoiding both.

For one thing, (((𝑎∗)∗)∗)∗ can be equivalently rewritten to 𝑎∗. As
we show next, automata techniques bring many other advantages.

6.2 Automata Techniques to the Rescue
From a principled point of view, the obvious approach to evaluating

RPQs is to use automata. It was used by Mendelzon and Wood [89]

and countless theory-oriented works afterwards (e.g., [25, 71, 78,

81, 87, 95]). Indeed, determining if a node pair (𝑢, 𝑣) in graph 𝐺 is

an answer to an RPQ 𝑅 is equivalent to testing if the NFA obtained

from 𝐺 by turning 𝑢 into an initial state and 𝑣 into an accepting

state has a non-empty intersection with an NFA for 𝑅. The product
construction, which is usually used for testing if the intersection is

non-empty, can also be used to find multiple answers at once or

constructed lazily if only one answer is required.

We assume familiarity with non-deterministic finite automata

(NFAs) and write them as (𝑄, Σ, 𝛿, 𝑞0, 𝐹 ), where 𝑄 is the finite set

of states, Σ is the finite alphabet of edge labels, 𝛿 ⊆ 𝑄 × Σ × 𝑄

is the transition relation, 𝑞0 is the initial state, and 𝐹 is the set of

accepting states. We recall that, given an RPQ 𝑅, an equivalent NFA

𝑁𝑅 (without 𝜀-transitions) can be constructed efficiently [100].

More precisely, given an edge-labeled graph𝐺 = (𝑁, 𝐸, src, tgt, 𝜆)
and NFA 𝑁𝑅 = (𝑄, Σ, 𝛿, 𝑞0, 𝐹 ), the product graph𝐺× is then defined

as the edge-labeled graph 𝐺× = (𝑁×, 𝐸×, src×, tgt×, 𝜆×), where
• 𝑉× = 𝑉 ×𝑄 ;

• 𝐸× = {(𝑒, (𝑞1, 𝑎, 𝑞2)) ∈ 𝐸 × 𝛿 | 𝜆(𝑒) = 𝑎};
• src× (𝑒, (𝑞1, 𝑎, 𝑞2)) = (src(𝑒), 𝑞1)
• tgt× (𝑒, (𝑞1, 𝑎, 𝑞2)) = (tgt(𝑒), 𝑞2)
• 𝜆× ((𝑒, (𝑞1, 𝑎, 𝑞2))) = 𝜆(𝑒).

Each node of the form (𝑢, 𝑞) in 𝐺× corresponds to the node 𝑢 in 𝐺

and, furthermore, each path 𝑃 of the form (𝑣, 𝑞0), (𝑣1, 𝑞1), . . . , (𝑣𝑛,
𝑞𝑛) in 𝐺× corresponds to a path 𝑝 = 𝑣, 𝑣1, . . . , 𝑣𝑛 in 𝐺 that (a) has

the same length as 𝑝 and (b) brings the automaton from state 𝑞0 to

𝑞𝑛 . Consequently, when 𝑞𝑛 ∈ 𝐹 , this path in𝐺 matches 𝑅, meaning

that (𝑣, 𝑣𝑛) ∈ ⟦𝑅⟧𝐺 . In turn, this means that testing whether a pair

(𝑢, 𝑣) is an answer to an RPQ 𝑅 over 𝐺 boils down to solving a

reachability problem from (𝑢, 𝑞0) to any (𝑣, 𝑞) with 𝑞 ∈ 𝐹 . This

gives a polynomial time algorithm both for determining whether a

pair of nodes is a query answer, and for computing all such pairs.

As we will see, this automata-based method can be extended for

more expressive queries.

If we want to count the number of matching paths, it is important

that 𝑁𝑅 is unambiguous; that is, it has at most one accepting run per

word. If this is the case, then the number of matching paths from

𝑢 to 𝑣 in 𝐺 is the number of paths from (𝑢, 𝑞0) to any (𝑣, 𝑞) with
𝑞 ∈ 𝐹 . A recent study of more than 150 million RPQs in SPARQL

logs showed that, while ambiguous RPQs did occur, none of them

required an unambiguous (or even deterministic) automaton that

is larger than the regular expression [62].

The theme throughout this section will be to see where this

simple idea can be extended to handle the features of modern graph

query languages.

6.3 New Features Bring New Challenges
While we have a good understanding of how to evaluate RPQs

using automata techniques [12], or how well these solutions work

in practice [41, 110], the new features (a–d) from the introduction

raise a host of new challenges that are yet to be addressed by the

research community. While (a) —handling both nodes and edges—
is perhaps mostly a language design challenge, (b–d) raise some

significant challenges for query evaluation. We discuss these next.

Path and List Variables. Adding path and list variables to RPQs

can make their outputs infinite. For example, evaluating the l-RPQ

(𝑎𝑧)∗, which matches 𝑎-labeled paths and, for each such path col-

lects each edge in the list variable 𝑧, would result in an infinite set

of paths when evaluated over any graph with an 𝑎-labeled cycle.

While CRPQs with list variables (Section 3.1.5) solve the infinity

issue by allowing path restrictions (shortest, etc.), the number of

results can still be prohibitively large. For instance, consider the

following CRPQ with list variables which contains only one atom:
3

𝑞(𝑧) :− shortest 𝐴(s, t) ,
with 𝐴 = (𝑎𝑧)∗, and consider the graph in Figure 5. The output

of 𝑞 on such graphs of size 𝑛 consists of 2
Θ(𝑛)

lists, due to the 2
𝑛

different paths that are matched. In fact, a list variable can even

generate exponentially large output on every path that is matched

by the query. This is illustrated by the path

𝑢1 𝑢2 𝑢3 · · · 𝑢2𝑛+1
𝑒1 : 𝑎 𝑒2 : 𝑎 𝑒3 : 𝑎 𝑒2𝑛 : 𝑎

and the l-RPQ (𝑎𝑎𝑧 + 𝑎𝑧𝑎)∗. Indeed, the list variable 𝑧 will bind to

2
𝑛
different lists.

These prohibitively large query results reveal a major challenge

in query processing: not only final query results cannot be directly

presented to the user, but also intermediate query results cannot

be materialised for further processing. This shows the need for

(1) efficiently computable succinct representations of intermediate

query results and (2) efficient query evaluation over such succinct

representations further down the pipeline. Coming back to the

principles of query language design, we note that these issues

3
Here we generalize CRPQs by allowing atoms 𝑅 (𝑡1, 𝑡2 ) , where 𝑡1 and 𝑡2 are either
variables in Var, or nodes in the graph. The semantics is based on homomorphisms

that map each node to itself, while a variable can be mapped to any node.
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Figure 5: Graph with exponentially many paths from s to t.

already exist under set semantics. Under bag semantics, the outputs

of queries become even larger.

Path Modes. In contrast to RPQs, which can be efficiently evalu-

ated using the product construction (Section 6.2), deciding whether

there is a simple path or trail from 𝑢 to 𝑣 that matches an RPQ in

an edge-labeled graph 𝐺 is NP-complete [13, 49, 74, 83, 89]. This

means that many approaches for RPQ evaluation will not work

anymore when only these restricted paths should be considered.

Data Filters. Data filters (Section 3.2.1) can significantly compli-

cate query evaluation. For instance, they might require us to explore

a large number of paths to detect one that satisfies all conditions in

the query. To illustrate this, consider the property graph in Figure 3

and the query which asks for the shortest path of transfers from

Mike to Rebecca, but such that at least one transfer with an amount

less than 4.5M must be present. This query is easily expressible

as an RPQ with data tests and shows that we need to search be-

yond shortest paths: the direct path between Mike and Rebecca,
namely path(a3, t7, a5) is not a valid solution, but we need to use

path(a3, t6, a4, t9, a6, t10, a5). The shortest mode in combination

with data filters may even force using cycles: consider the short-

est paths of transfers from Mike to Rebecca that has at least two
transfers with an amount less than 4.5M. This example highlights

the issue even when simple tests against constants are used; using

the ability to store and later compare the values lead to even bigger

challenges (we refer the reader to [78] for details).

6.4 What We Know
Next, we highlight what is known about some of these problems

and where we see opportunities for future research.

Path Variables. Path variables were first studied in [15]. In gen-

eral, it makes sense to use output-sensitive complexity measures to

study (C)RPQ evaluation with path and list variables [34, 86], such

as the framework of enumeration algorithms [101]. Since paths can
grow arbitrarily long, and therefore constant-delay algorithms can-

not exist, output-linear delay algorithms have been studied [41, 84].

A fundamental step towards handling path and list variables

is to be able to represent compactly the potentially huge num-

ber of intermediate results. A promising approach seems to be

to represent (multi)sets of paths in path multiset representations
(PMRs) [84]. PMRs are closely related to the product graph, but are

more general — they do not necessarily involve an RPQ. Formally, a

PMR over an edge labeled graph 𝐺 = (𝑁𝐺 , 𝐸𝐺 , src, tgt, 𝜆) is a tuple
𝑅 = (𝑁, 𝐸, src, tgt, 𝛾, 𝑆,𝑇 ), where:

• (𝑁, 𝐸, src, tgt) is an (unlabeled) graph;

• 𝛾 : (𝑁 ∪𝐸) → (𝑁𝐺 ∪𝐸𝐺 ) is a total homomorphism, meaning

that it maps nodes in 𝑁 to nodes in 𝑁𝐺 , edges in 𝐸 to edges

in 𝐸𝐺 , and for each 𝑒 ∈ 𝐸 it holds that:

– src(𝛾 (𝑒)) = 𝛾 (src(𝑒)); and
– tgt(𝛾 (𝑒)) = 𝛾 (tgt(𝑒)).

• 𝑆,𝑇 ⊆ 𝑁 is a set of source and target nodes, respectively.

If 𝑅 is a PMR over 𝐺 , then each path 𝑝 = path(𝑛1, . . . , 𝑛𝑘 ) in 𝑅

corresponds to a path 𝛾 (𝑝) = path(𝛾 (𝑛1), . . . , 𝛾 (𝑛𝑘 )) in 𝐺 . Corre-

spondingly, each PMR 𝑅 over 𝐺 represents the set of paths:

SPaths(𝑅) := {𝛾 (𝜌) | 𝜌 is a path from 𝑆 to 𝑇 in 𝑅}.

As their name suggests, PMRs support representing multisets

of paths (see [84]), but we firmly believe that set semantics is a

more natural fit for path queries, so we only consider this aspect

of PMRs here. To illustrate how PMRs work, consider the property

graph in Figure 3 and assume we wish to represent all (infinitely

many) cycles of transfers from Mike to Mike which never pass

through a blocked account. Effectively, these are the cycles defined

by looping through the edges t7, t4 and t1. A PMR representing

this information is depicted below, where 𝛾 (𝑜) is depicted inside of

each object 𝑜 , and with 𝑆 = 𝑇 = {r1}:

a1

a3

a5a1

a3

a5

r1

t1

t7

t4

t1

t7

t4

Here we have an example of a finite representation of an infinite

set of results, which is an interesting feature of PMRs. Similarly,

if we consider again the graph from Figure 5, with an exponential

number of paths we need to return. A PMR representing all these

2
𝑛
paths would essentially be the graph itself, with 𝑆 = {s} and

𝑇 = {t}, taking space𝑂 (𝑛). Once constructed, a PMR can be passed

to other operators processing a CRPQ with list variables without

the need to explicitly enumerate paths one by one. Interestingly,

the algorithms for returning paths in [41, 84] actually build a PMR

representing the (set of) output paths in their pre-processing phase

and use this PMR to enumerate the results efficiently. In this sense,

PMRs are closely related to factorized databases [92]. However,
PRMs represent results succinctly as finite state automata, whereas

factorized databases use context-free grammars [72].

List Variables. To the best of our knowledge, the only work di-

rectly dealingwith (C)RPQswith list variables [50, 51] only provides

the formal definition of their semantics in GQL and SQL/PGQ. Our

definition of l-CRPQs is designed to open up a connection to capture
variables in document spanners [40]. Intuitively, document spanners

are functions that extract mappings to substrings of a word. They

are often defined using regular expressions with capture variables

and their evaluation resembles how an RPQ with list variables op-

erates on a single path [38, 47, 98]. For document spanners, we also

need to handle the issue of exponentially many mappings over a

single document, for which compact data structures have been in-

troduced [2]. This allows efficient enumeration of output mappings

in the fashion of enumeration algorithms mentioned before.

Path Modes. Recent work focused on single RPQs that only have

path variables (or, equivalently, list variables that always match all

graph elements on the path) [34, 41, 84, 86]. This is closely related

to enumerating words in regular languages [1, 4] and there are

specialized data structures developed to represent a large number

of results [3, 90]. In its most systems-oriented incarnation [41],
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this work leverages the product graph, but extends it so that paths

of a specific type (shortest, trail, etc.) can be returned. Although

determining whether a simple path or trail between two given

nodes exists is already NP-complete [13, 83, 89], practical results

show that this approach is actually feasible [41, 110] since queries

and graphs used in practice are usually well behaved [62, 82, 87].

Works such as [34, 41, 110] also show how to avoid completing

the entire pre-processing phase before staring to enumerate the

results, which makes them highly relevant for real-world systems

that implement a pipelined approach to query execution.

Data Filters. The idea of using variables to store values for data

tests in graph-structured data (Section 3.2.1) comes from [78, 79].

The evaluation complexity for these expressions (without list vari-

ables) was studied only as a decision problem that checks whether

a pair of nodes is connected by a path conforming to the RPQ with

data tests, showing the problem to be PSPACE-complete in com-

bined complexity and NLOGSPACE-complete in data complexity.

These results use a variation of register automata [69] that operate

on paths in a graph, and a modification of the product construction.

7 Where To Go: Road Map for Future Research
We conclude by outlining some directions for further study.

7.1 Language Design — Moderate Steps
It is not yet clear what exact role GQL will play in the development

of graph languages. It could play a role of a pre-SQL language like

QBE [117] or QUEL [104]. Or it could play the role of the first 1986

SQL standard that took a number of years to become what we

know as SQL today. Either way, analyzing the expressive power

and complexity of the current language design (and its abstractions)

has a significant role to play in the development of future versions

of GQL and SQL/PGQ.

Inexpressibility Toolkit. Query languages for property graphs are

still fairly recent and their theoretical analysis has only just begun

(Section 5 presented some early isolated results). The situation is

somewhat similar to the state of finite model theory in the early

days of relational languages. At that time, it produced isolated

results, such as the inexpressibility of parity and transitive closure

in first-order logic, and it took decades to develop a proper toolkit

that allows us to use off-the-shelf tools, such as locality or zero-one

laws, to prove more complex results [77]. Today, we are proving

isolated results about particular graph queries and particular graph

query languages, and the theory community has much to offer to

help build a toolkit for analyzing graph languages at scale.

A Logic for Graphs. Theoretical analysis of relational query lan-

guages often relies on their connection to first-order logic and its

extensions. A logic for graph query languages should give paths a

central role. In standard relational queries, a single domain suffices.

However, graph queries require logic that captures the structure

of paths and their connection to nodes and edges. Standard many-

sorted logic falls short because nodes, edges, and paths are not

independent: Paths are formed from sequences of the two others.

Hence, the logic should include constructs for navigating between

these elements, for example, building a path from nodes and edges,

retrieving path endpoints, etc. Two good starting points are the

walk logic [65], designed for graph querying with support for path

quantification, and the theory of concatenation [96], developed

for strings but potentially adaptable to paths. Since the theory of

concatenation is undecidable, we can consider its finite model coun-

terpart which enjoys efficient model checking and captures various

complexity classes when extended with operators for transitive

closures or fixed point [54].

Evaluation Algorithms. In terms of query evaluation, the new

features bring tons of challenges. Concerning path and list vari-
ables, the recurring story is that studies have looked at single RPQs,
but little is known about CRPQs. For instance, it is interesting to

study how compact representations for RPQ results interact with

joins. But even for single RPQs, there are still interesting avenues

to explore. We mentioned the framework of enumerating one out-

put after another, but one could also study enumerating only the

difference between consecutive outputs. Concerning paths, an in-

teresting direction to look at could be Eppstein’s data structure

for enumerating the 𝑘 shortest paths [39]. Concerning path modes,

the current standards allow combinations, such as returning short-

est concatenations of a trail and a simple path. To the best of our

knowledge, the community has not even started investigating how

to deal with such queries. Concerning data filters, an interesting

next step is to see whether register automata can be extended to

treat both nodes and edges symmetrically, as dl-RPQs do, and to see

how to incorporate list variables into their runs. Of course, the main

question here would be whether efficient enumeration algorithms

could be designed, implemented, and integrated into query engines.

Furthermore, we need to get a better idea of the size of intermediate

query results in practice. Whereas existing practical studies focuses

on structure of queries only [62, 82], we need to get a better idea of

how these interact with the data.

Relational Algebra over Pattern Matching. Languages like GQL
and SQL/PGQ apply relational algebra operators to relations ex-

tracted from graphs via pattern matching. There is a natural in-

terplay between these two layers: some relational operations cor-

respond to constructs in pattern matching, and can be pushed

down to or lifted from the pattern matching layer. Exploring this

interaction can support optimization, e.g., by reducing the size of in-

termediate results (similarly to techniques applied in the context of

document spanners [37, 53]), and provide insights on the expressive

power, e.g., by guiding the development of normal forms of queries.

Another non-trivial question on the intersection with traditional

techniques is how to develop cardinality estimation approaches

for (C)RPQs. Finally, over the last decade we have seen impressive

progress on worst-case optimal evaluation of conjunctive queries,

with the celebrated AGM bound [11] and the subsequent race to-

wards optimal algorithms. For CRPQs we have seen little progress

so far, and some initial results show that it might be a challenging

task [32, 70].

Parametrized Complexity. Aiming to mirror the successful line of

research on conjunctive queries, spanning from the Yannakakis al-

gorithm for evaluating acyclic CQs [115], through various alorithms

for CQs with bounded treewidth and other width measures [26,

58, 60], and culminating in the celebrated dichotomies [27, 59, 88],
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the academic community has been investigating parametrized com-

plexity of CRPQs for over a decade now. Semantic treewidth, i.e.,

the minimal treewidth of an equivalent query, has been proposed

as a candidate criterion to characterize fixed-parameter tractability

of CRPQs [16, 99]. While equivalent queries with optimal treewidth

can be computed and used for efficient query evaluation [42, 46],

no dichotomies have been established so far.

Compositionality. CRPQs are not compositional, in the sense that

they do not allow nesting, and neither are their extensions l-CRPQs

and dl-CRPQs we have considered here. Meanwhile, SQL/PGQ and

GQL allow using Kleene star over arbitrary patterns, which — to-

gether with the ability to use repeated variables for performing

joins — gives them the full power of regular queries [50]. An impor-

tant step in building faithful abstractions of graph query languages

will be then to bring regular queries into the picture. A concrete

challenge is reconciling regular queries with path modes.

Static Analysis. The complexity of query containment, the fun-

damental static analysis problem, is well understood for query

languages working with edge-labeled graphs, such as CRPQs [23,

44, 45, 48] and regular queries [97]; for CRPQs there are even re-

sults on containment in the presence of schema constraints [61].

However, the effect of new features, such as list variables and data

tests, is barely explored [73].

7.2 Language Design Revisited — Big Steps
The first versions of SQL/PGQ and GQL are already standard-

ized [67, 68] and it is unclear if future versions will include major

changes, such as treating nodes and edges symmetrically from the

ground up or making the design of patterns fully compatible with

automata. The latter would help make languages more declarative

and amenable to optimization.

Theoretical research, however, does not need to be tied to com-

patibility with existing standards and can investigate freely how

features such as (a)–(d) from the introduction can be added to

query languages. In fact, theoretical guidance on these matters is

extremely important to avoid ad-hoc solutions with unwanted side

effects. Even if our community’s results may not arrive in time

for current versions of these languages, architectures come and

go [102, 103] and query languages can be revised, but theorems
are forever [108]. We believe that important principles to keep in

mind when designing future (graph) query languages are (1) sym-

metry, (2) compatibility with automata, (3) set semantics, and (4)

compositionality.

Finally, let us mention that, in our experience, input from the

database theory community continues to be appreciated in query

language design efforts. Some of us were involved in the standard-

ization of SQL/PGQ and GQL since the beginning and, while not

having full control, could steer the design towards more sustainable

choices on several occasions. More recently, we were all involved

in the design of Rel [8], a new language that aims at bridging the

gap between query languages and programming in the large, and

supports both relational and graph querying. The design of Rel

takes wisdom from the database theory community seriously —

notably, it uses set semantics — and we are excited to see how it

will evolve in the future.
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